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Abstract of the contribution: This contribution proposes a solution for KI#2 related to the sample/feature alignment and VFL training procedure.  

1. Introduction/Discussion
[bookmark: _Hlk99100636]This contribution addresses the KI#2: 5GC Support for Vertical Federated Learning. More specifically, this solution will address these bullets as following:
-	Identify VFL use cases and under which conditions, and for which entities these VFL use cases show that VFL is justified to train ML models.
-	Whether and how to support architecture enhancement for supporting VFL for model training and/or inference. In particular:
-	Whether and how ML Model training related procedures need to be enhanced to support VFL.
-	Whether and how to provide ML Models to the participants in the VFL training process.
-	How to support sample and feature alignment among the participating network entities when performing VFL.
5GS includes several domains and for this release, we only consider the 5GC and AF. For the 5GS assistance in collaborative AI/ML operation between 5GC and AF for Vertical Federated Learning, one of the use cases is QoE prediction which is related to the observed service experience analytics. When NWDAF provides observed service experience analytics, as in other analytics that require input data from the AF, the AF may prevent raw data to be exchanged directly between NWDAF and an external AF, as NWDAF is in the PLMN and the AF is outside the PLMN and the user data has high privacy protection needs.
Furthermore, NWDAF and AF may have different features of the same sample identity, which is a requirement of VFL. In such cases, VFL can be very helpful to break the data isolation and enable joint training between NWDAF and AF. Moreover, regardless of the entities involved in VFL, the application of VFL among different entities requires alignment of samples and features to make sure the above VFL requirement is addressed.
[bookmark: _Hlk158022923]Therefore, this solution addresses the issue on how to support the sample/feature alignment, provide the models to the participants and VFL training procedures based on the QoE prediction use case.
2. Text Proposal
It is proposed to agree the following changes to TR 23.700-84.
* * * * First change * * * *
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6.0	Mapping of Solutions to Key Issues
Table 6.0-1: Mapping of Solutions to Key Issues and Use Cases
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* * * * Second change * * * *
[bookmark: _Toc157534623][bookmark: _Toc157747894]6.X	Solution #X: Sample/Feature alignment and general training procedure for the VFL
[bookmark: _Toc157534624][bookmark: _Toc157747895]6.X.1	Description
This solution is focusing on how 5GC support the VFL training progress. The basic principle for this solution is that AF is the only entity which owns the label (e.g. the value for the QoE) for the training data when performing VFL model training.  NWDAF in the 5GC which has the model training capability (e.g. NWDAF with MTLF) will be the other entity to train the VFL model with AF collaboratively. Since the label is in the AF, AF will act as the active participant and NWDAF will be the passive participant. 
The function of the active participant is shown as following:
· Initiating the VFL task, performing the sample and feature alignment with the passive participant to make sure the training dataset in the different entity has the same sample space and different feature space.
· Sending the initial model to the passive participant. Making sure each entity can perform the VFL model training for the same VFL task.
· Collecting the passive participant training result (i.e. intermediate result). Based on itself training result using its own local data, the label and the passive participant training result, calculating the loss function. Sending the loss function to the passive participant.
· Indicating to the passive participant that the training progress is finished based on the comparison of the gathered training result and the label. 
The function of the passive participant is shown as following:
· Performing the sample and feature alignment based on the active participant request. 
· Receiving the part of the initial VFL model from the active participant. Using its local dataset to train the local model.
· Generating the local model training result and sending it to the active participant.
· Storing the local well-trained model in order to support the VFL inference later.
NOTE 1: How to select the participant that has the VFL capability is not in the scope of this solution.
NOTE 2: The coordinator in the VFL is related to the security key management and the VFL model type (e.g. linear model or DNN model). Therefore, in order to make sure this solution can be used in a more general case, the coordinator role is not considered in this solution.

[bookmark: _Toc157534625][bookmark: _Toc157747896]6.X.2	Procedures
[bookmark: _Toc157534626]6.X.2.1       Sample and feature alignment procedure


1. Active participant (i.e. AF) sends the VFL sample and feature alignment request to the NEF including the samples (i.e. external UE IDs) the AF want to use for the VFL training, the application ID indicates which application needs to initiate the VFL operation, the feature profile indicates what feature the AF can provide and what feature(s) are needed for performing the VFL. For example, AF can indicate in the feature profile, for the observed service experience case, access speed, stall time, frame rate for AF can be used as the feature. The input data from AF as described in TS 23.288 clause 6.4.2 can also be the feature provided by the AF.
2. [bookmark: OLE_LINK1][bookmark: OLE_LINK2]NEF maps the external UE IDs to the internal UE IDs based on the information exchanged with the UDM.
3. NEF sends the VFL sample and feature alignment request to the passive participant (i.e. NWDAF) including the internal UE IDs (e.g. SUPIs), Application ID and feature profile.
4. Based on the feature profile, NWDAF can identify which analytics are related to the VFL request. NWDAF collects the input data related to the internal UE IDs with the NFs as described in the TS 23.288 clause 6.4.2.
5. Based on the collected input data from the NFs, NWDAF can determine which UE related data is available, whether the feature for the input data can be implemented/satisfied with the feature profile. Based on the parameters received in the step 4 and the data collected in the step 5, NWDAF determines the samples that can be same in the NWDAF and AF and the feature in the same samples that should be different between NWDAF and AF.
6. NWDAF sends the sample and feature alignment response to the NEF including the application ID, the sample and feature alignment indication, to indicate which UE and for which feature can be used in the VFL operation. 
7. NEF maps the internal UE IDs to the external UE IDs. The UE IDs in this step can be the subset of the UE IDs in the AF request based on the NWDAF determination in order to make the sample and feature alignment.
8. NEF sends the VFL sample and feature alignment response to the AF including the sample and feature alignment indication.
Editor's Note: Whether to use the existing or new service operation between the AF and NEF and between the NEF and NWDAF to perform the sample and feature alignment is FFS.

6.X.2.2       General training procedure for the VFL between the passive participant (e.g. NWDAF) and active participant (e.g. AF)


1. After performing the sample and feature alignment procedure, NWDAF and AF has the available local datasets to perform the VFL training. Therefore, when the AF needs to initiate the VFL training, AF sends the VFL training subscribe to the NEF including the external UE IDs and feature profile received in the NEF before to indicate which sample and feature are used for the VFL training, the initial model parameters in order to configure the sub VFL local model to the NWDAF, the VFL model correlation ID in order to let AF know the intermedia result from NWDAF is for which VFL model and VFL task. AF can then correlate it to the AF itself local result to generate the final result.
2. NEF maps the external UE IDs to the internal UE IDs based on the information exchanged with the UDM.
3. NEF sends the Nnwdaf_MLModelProvision_Subscribe to the NWDAF including the internal UE IDs, feature profile, VFL model correlation ID and initial model parameters.
4. NWDAF, based on the feature profile, identifies the already collected data happened in the sample and feature alignment procedure. NWDAF uses the collected data and initial model parameters to do the local model training.
5. NWDAF sends the Nnwdaf_MLModelProvision_Notify to the NEF including the intermedia results and the VFL model correlation ID.
6. NEF sends the VFL training notify to the AF including the intermedia results and the VFL model correlation ID.
7. AF, based on the VFL model correlation ID, to correlates the intermedia result to the AF itself local result in order to generate the final result. AF calculates the loss function based on the final result and the label stored in the AF. AF sends the VFL training update subscribe to the NEF including the loss function and the VFL model correlation ID.
NOTE 1: For the QoE prediction use case, the label is QoE value which is known to the AF.
8. NEF sends the Nnwdaf_MLModelProvision_Subscribe to the NWDAF including the loss function and VFL model correlation ID.
9. NWDAF, based on the loss function, updates the local model. The step 4 to step 9 are repeated until the model is in convergence.
10. AF, based on the label and the test dataset, determines the VFL model is in convergence. AF send the VFL training unsubscribe to the NEF including the training terminate indication.
11. NEF sends the Nnwdaf_MLModelProvision_Unsubscribe to the NWDAF to terminate the VFL training progress.
Editor's Note: Whether to use the exist or new service operation between the AF and NEF to perform the VFL model training is FFS.

[bookmark: _Toc157747897]6.X.3	Impacts on services, entities and interfaces
NWDAF: 
Enhancement to support the VFL model sample and feature alignment with the AF to make sure the sample is the same, but the feature for the sample is different between AF and NWDAF. 
Based on the model and loss function provided by the AF, performing local training and update for the VFL model.
NEF: 
Enhancement to support the sample and feature alignment related information and VFL model training related information exchange between AF and NWDAF.
[bookmark: _Hlk157518240]* * * * End of changes * * * *
2

image1.emf

Microsoft_Visio_Drawing.vsdx
Active participant
(AF)
Passive participant
(NWDAF)
NEF
1.VFL sample and feature alignment request( extrenal UE IDs, Application ID, feature profile)
UDM
7.NEF maps the interal UE IDs to the external UE IDs
6.VFL sample and feature alignment response( sample and feature alignment indication, Application ID)
NFs
3.VFL sample and feature alignment request( internal UE IDs, Application ID, feature profile)
2.Map the external UE IDs to the internal UE IDs
4.NWDAF based on the feature profile to identify which analytics is related to the VFL request. NWDAF collect the input data related to the UEs indicated by the NEF with the NFs as described in the TS 23.288 clause 6.4.2
5.Based on the collected input data, NWDAF determine whether the feature for the request UE can be satisficed with the feature profile.
8.VFL sample and feature alignment response(sample and feature alignment indication, Application ID)



image2.emf

Microsoft_Visio_Drawing1.vsdx
Active participant
(AF)
Passive participant
(NWDAF)
NEF
1.VFL training subscribe (external UE IDs, feature profile, VFL model correlation ID, initial model parameters)
UDM
5.Nnwdaf_MLModelProvision_Notify(intermedia result,  VFL model correlation ID)
3.Nnwdaf_MLModelProvision_Subscribe (internal UE IDs, feature profile, VFL model correlation ID, initial model parameters)
2.Map the external UE IDs to the internal UE IDs
4.Local model training
7.VFL training update subscribe (Loss function, VFL model correlation ID)
6.VFL training notify (intermedia result, VFL model correlation ID)
8.Nnwdaf_MLModelProvision_Subscribe (Loss function, VFL model correlation ID)
9.Local model update
Repeat
10.VFL training unsubscribe(training terminate)
11.Nnwdaf_MLModelProvision_Unsubscribe (training terminate)



